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²Ƙȅ !ǊŜƴΩǘ aƻŘŜƭǎ tŜǊŦŜŎǘΚ 

ÅAtmospheric variables cannot be measured to an 
infinite degree of accuracy or precision 
(measurement error) 

ÅaƻŘŜƭǎΩ ƛƴƛǘƛŀƭ ǎǘŀǘŜ ƴŜǾŜǊ ƳŀǘŎƘŜǎ ǘƘŜ ǊŜŀƭ 
atmosphere (analysis error) 

ÅInitial condition errors grow with model integration 
time, most rapidly at smaller scales (error growth) 

ÅModel equations do not fully represent all of the 
processes in the atmosphere (model error) 

ÅModel grid cannot explicitly resolve all features and 
processes in the atmosphere (model error) 
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Options? 

ÅIncrease our understanding of physical processes and 
how models represent them (research) 

ÅMore accurate and numerous observations with 
greater coverage (expensive) 

ÅImproved data assimilation methods (4-D Variational 
Data Assimilation, Ensemble Kalman Filter) 

ÅFaster computers and more complex models (many 
programs competing for resources) 

ÅProbabilistic forecasting with ensembles 
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Definitions 

ωDeterministic Model - single forecast from one 
forecast model or method using a single set of initial 
conditions  

ςExamples: GFS, ECMWF, UKMET, GFDL, HWRF, BAMS 

ωEnsemble - ŎƻƭƭŜŎǘƛƻƴ ƻŦ άƳŜƳōŜǊέ ŦƻǊŜŎŀǎǘǎ ǾŜǊƛŦȅƛƴƎ 
at the same time created from:  

ςDifferent but equally viable initial conditions 

ςDifferent forecasting methods and/or models that (ideally) 
statistically represent nearly all forecast possibilities 
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Definitions 

ωDynamical Model Ensemble ςbased on perturbation of initial 
conditions of a single model or different models to create 
άƳŜƳōŜǊέ ŦƻǊŜŎŀǎǘǎ 

ςExamples: NCEP Global Ensemble Forecast System (GEFS), ECMWF 
Ensemble Prediction System 

ωControl Run ς for dynamical model ensembles, the member of 
ǘƘŜ ŜƴǎŜƳōƭŜ Ǌǳƴ ǿƛǘƘ ǘƘŜ άōŜǎǘέ ƛƴƛǘƛŀƭ ŀƴŀƭȅǎƛǎ  

ςThe analysis used by the control run is usually perturbed to produce 
initial conditions for the remaining ensemble members 

ωSpread ς measure of the degree of disagreement (i.e., standard 
deviation) between ensemble members 
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Definitions 
ÅMulti -model Ensemble ς 

ensemble composed of multiple 
forecasts from different models 
ÅExamples: TVCA, IVCN 

Å Lagged Average ς average of 
forecasts with different initial 
times all verifying at the same 
time 

Å{ǳǇŜǊŜƴǎŜƳōƭŜ ƻǊ ά{ƳŀǊǘέ 
Consensus ς similar to a 
consensus of multiple models, but 
attempts to adjust for individual 
model biases 

ÅExample: FSU Superensemble 
(FSSE) 
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4 GFS model forecasts valid at  
1200 UTC 20 March 2014 



Ensemble Use 
ωOriginally used for medium- 

to long-range forecasting of 
the large-scale pattern 

ωUses have grown to 
encompass all temporal  
and spatial scales down to 
convective storm scale 

ωAddress uncertainty, 
particularly those leading to 
rapidly diverging solutions   

ςInitial conditions, model 
physics, resolution, model 
numerics 
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Ensemble Use 
ωEstimate rate of skill loss 

with time  

ςSpread of solutions 
generally increases with 
time 

ωCompute probabilities of 
occurrence of a particular 
event or condition 

ς 25 mm of precipitation,  
winds > 34 kt 

ωIdentify regions where the 
analysis and forecast are 
sensitive to additional data 
in the analysis 

ςEnsemble Kalman Filter, 
targeted observations 8 



Ensemble Mean vs. Deterministic 

ωDeterministic runs (e.g., GFS) usually have 
more skill than any individual ensemble 
member due to superior resolution  

ωEnsemble mean usually has at least as much 
skill as an equal-resolution control run 

ωEnsemble mean can be more skillful than a 
higher-resolution deterministic run, 
especially beyond ~3 days 
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